
LESS:
Linear Equivalence Signature Scheme

<
https://www.less-project.com/
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Changelog

• Inclusion of canonical forms for response compression in the underlying Sigma protocol,
leading to drastic signature size decreases.

• New choice of protocol parameters to optimize the canonical forms setting. In particular,
some of the proposed instances now have a much smaller amount of rounds, leading also
to improvements on the overall computational complexity. Note that the coding theory
parameters remain the same as in Round 1.

• Various implementation improvements, including

– multiple speedups for the field arithmetic;

– improved RREF computation by exploiting pivots reusing. For verification, this has
been implemented in a non-constant time fashion to fully exploit pivots reusing. For
signature generation, to avoid side-channel information leakage, the number of reused
pivots is bounded;

– canonical forms are implemented in a non-constant-time fashion, for both signature
generation and verification. To prevent from side-channel information leakage, signature
generation now employs a blinding technique;

– the GGM tree construction has been slightly modified. The worst-case size on the
number of released nodes, for the new construction, is tighter than the bound used for
the Round 1 submission.

• Added Tung Chou, Patrick Karl and Floyd Zweydinger for substantial contributions to the
LESS team.



Contents

1 Tools 1
1.1 Notation and Main Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Signatures from Code Equivalence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Design Rationale 3

3 Protocol Description (2.B.1) 4
3.1 Building Blocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3.2 High-Level Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

4 Procedural Description 13
4.1 Main Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.2 Auxiliary Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3 Implementation Optimizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

5 Security and Known Attacks (2.B.4/2.B.5) 26
5.1 Known Attacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

6 Performance (2.B.2) 30
6.1 Performance in Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.2 Performance in Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

7 Known Answer Tests (2.B.3) 33

8 Advantages and Limitations (2.B.6) 34

A Mathematical Background 39

B Known Attacks 39
B.1 Attacks Reducing to Permutation Equivalence . . . . . . . . . . . . . . . . . . . . . . 39
B.2 Attacks based on Low-weight Codeword Finding . . . . . . . . . . . . . . . . . . . . 40
B.3 Quantum Hardness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

i



Notation Semantics

[i, j] the set {i, . . . , j − 1}
[j] the set [0, j]
a a scalar
a a vector
ai the i-th entry of a vector
a[i] the i-th entry of a vector
aJ vector formed by the entries of a indexed by J
A a matrix
A[i, j] the entry at the i-th row and j-th column
A[i :] the i-th row
A[: j] the j-th column
AJ matrix formed by columns of A indexed by J
In the n× n identity matrix
Zn the ring of integers modulo n
Fq the finite field of order q
F∗
q the multiplicative group of Fq

Fk×n
q the set of matrices of size k × n over Fq

St,w set of strings of length t and weight w over Zs

a
$←− A sampling a uniformly at random from A

λ a security parameter

Table 1: Notation used in this document.

1 Tools

In this section we introduce the basic tools that we need to describe LESS. More detailed mathe-
matical background will be introduced in the rest of the document.

1.1 Notation and Main Concepts

Linear Codes. An [n, k]-linear code C over Fq is a k-dimensional vector subspace of Fn
q , defined

as the row space of a full-rank generator matrix G ∈ Fk×n
q .

Standard Forms. There exists a standard form for generator matrices, called systematic form,
which yields a matrix of the form G = (Ik | M). Such a standard form is typically obtained by
calculating the Row-Reduced Echelon Form (RREF), starting from any other generator matrix for
the code. In general, doing so may return a matrix which does not have full rank. If so, there is
a simple procedure to obtain a matrix in systematic form, consisting of reducing with respect to a
different minor. This is effectively the same as permuting some columns, i.e. we obtain a systematic
form as via a procedure which we denote by RREF∗, so that RREF∗(G) = RREF(π(G)) for some
permutation π; if the first k columns of G form a non-singular matrix, then π = id. Note that, in
practice, the procedure RREF∗ returns both the systematic form of the input matrix, as the well
as the permutation π needed to do that.
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Isometries. These are maps that preserve the Hamming weight. In LESS, we need three types
of isometries, forming the following three sets:

- Sn: the group of permutations of length-n, usually known as symmetric group. Using the
two-lines notation, a permutation π can be expressed as

π :=

(
1 2 · · · n
i1 i2 · · · in

)
,

such that π moves the j-th element to position ij . For a matrix G with n columns,
G = (g1, · · · ,gn), it holds that π(G) =

(
gπ−1(1), · · · ,gπ−1(n)

)
. Each permutation can be

represented through an n × n matrix P, called permutation matrix, having exactly one 1
entry in each row and column, so that π(G) = G ·P.

- Mn: the group of monomial maps of length n, usually known as monomial group. Every
monomial map is comprised of a pair µ := (π,v) with π ∈ Sn and v ∈ F∗n

q , acting as
µ(G) =

(
v1 · gπ−1(1), · · · , vn · gπ−1(n)

)
. Each monomial map can be represented through an

n × n matrix Q, called monomial matrix, having exactly one non-zero element in each row
and column and such that µ(G) = G ·Q;

- Sk,n: the set of partial permutations, i.e. maps such that

π−1(1) < π−1(2) < · · · < π−1(k), π−1(k + 1) < π−1(k + 2) < · · · < π−1(n).

In other words, each map π ∈ Sk,n is uniquely associated with a size-k subset J ⊆ {1, · · · , n}
such that indices in J are moved to the first k positions, while indices outside of J are moved
to the last n− k positions.

1.2 Signatures from Code Equivalence

LESS is based on a Sigma protocol that proves the knowledge of an isometry µ ∈ Mn between
a pair of linear codes C ,C ′ ⊆ Fn

q with dimension k. The isometry µ, held by the prover, is the
witness, while the verifier only knows the pair (C ,C ′). The prover samples uniformly at random an
isometry µ̃ from Mn and commits to C̃ = µ̃(C ); then, they either reveal µ̃ so that the verifier can
verify how C̃ is obtained from C , or µ′ = µ̃ ◦ µ−1 so that the verifier can check how C̃ is obtained
from C ′. A visual representation of the proof of knowledge is given in Figure 1.

C C̃ C ′

µ

µ̃
$←−Mn µ̃ ◦ µ−1

Figure 1: The LESS proof of knowledge.

In LESS, linear codes are represented through their generator matrices, in RREF. A procedural
description of the LESS proof of knowledge is given in Figure 2. This Sigma protocol satisfies all the
required properties, namely completeness, zero-knowledge and soundness, as shown in [BMPS20].
In particular, it is 2-special sound, with soundness error 1/2.
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Public Data System parameters q, n, k ∈ N and hash function Hash.
Private Key µ ∈Mn.

Public Key (G,G′) with G
$←− Fk×n

q and G′ = RREF
(
µ(G)

)
.

PROVER VERIFIER

µ̃
$←−Mn, G̃← RREF

(
µ̃(G)

)
cmt← Hash(G̃)

cmt−−→
ch←−− ch

$←− {0, 1}

If ch = 0: rsp← µ̃.
rsp← µ̃.

Else: rsp← µ̃ ◦ µ−1.

rsp← µ̃ ◦ µ−1.
rsp−−→ If ch = 0:

Ĝ← RREF
(
rsp(G)

)
Else:

Ĝ← RREF
(
rsp(G′)

)
Accept if Hash(Ĝ) = cmt

Figure 2: The LESS Sigma protocol.

2 Design Rationale

LESS in a nutshell. LESS stands for Linear Equivalence Signature Scheme. It is constructed
by applying the Fiat-Shamir transformation [FS86] to a zero-knowledge identification scheme. The
latter is obtained, essentially, by iterating the one-round Sigma protocol of Figure 2. The final
protocol includes several modifications, which we will describe individually in Section 3. These do
not impact security nor the goal of the protocol, affecting instead only its modus operandi.

What is the security basis of LESS? The Fiat-Shamir transformation guarantees Exis-
tential Unforgeability against Chosen Message Attacks (EUF-CMA), provided the underlying zero-
knowledge scheme is secure. The transformation operates in the Random Oracle Model (ROM),
and plausibly provides security in the Quantum Random Oracle Model (QROM) as well, as ar-
gued in [DFMS19, LZ19]. For the case of LESS, security of the underlying zero-knowledge scheme
reduces to the hardness of the Linear Equivalence Problem (LEP).

What is the Linear Equivalence Problem? The code equivalence problem in the Hamming
metric is a traditional problem from coding theory, which asks to determine whether two linear
codes are equivalent. Equivalence here refers to the existence of an isometry connecting the two
codes. We call Linear Equivalence Problem (LEP) the case where such an isometry is a monomial
map, as defined in Section 1. In the case of LESS, we consider the computational version of the
problem: given two (systematic) generator matrices G,G′ ∈ Fk×n

q , find a monomial µ ∈ Mn such
that G′ = RREF(µ(G)). We discuss the security of LEP in Section 5.
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How is LESS designed? The structure of the LESS protocol features an inherent flexibility
in the choice of parameters, lending itself naturally to various use cases. As reported in Section 6,
we can optimize performance with different criteria in mind. Thanks to various optimizations, and
in particular via the use of canonical forms, the size of rsp can be minimized, reaching close to
the optimal theoretical lower bound of 2λ bits. As a result, LESS is naturally prone to compact
signatures. This leads to two main design avenues. A first option is to keep the smallest possible
public key, accepting a signature size between 2 and 3 KB. Intuitively, this results in the smallest
size for two different metrics: public key, and public key + signature. With this choice, LESS can
be seen as a viable candidate for a general purpose signature scheme. Alternatively, one can push
the design by accepting tradeoffs, in order to obtain an even smaller signature. In this case, the
size of the signature drops to a size between 1 and 2 KB, which is smaller than most competitors.

3 Protocol Description (2.B.1)

The LESS protocol parameters are as follows:

λ: target security level (positive integer)

q: finite field size (positive prime integer)

n: code length (positive integer)

k: code dimension (positive integer < n)

s: number of matrices Gi in the public key (positive integer)

t: number of protocol repetitions (positive integer)

w: number of non-null challenges (positive integer)

More details on how to select parameters will be given in Sections 5 and 6 while discussing,
respectively, security and performance aspects. For the remainder of this document, the parameters
above are considered to be available to all algorithms.

3.1 Building Blocks

In this section we briefly describe the various stepping stones in the design of LESS, which
transform the one-round Sigma protocol of Figure 2 into the full-fledged signature scheme. These
steps are all gathered together in the procedures for key generation, signing, and verification which
are presented in Section 4.

Reducing Witness Size via Canonical Forms. The first major building block consists
of applying the framework introduced in [CPS23], which generalizes the work of [PS23] and sig-
nificantly reduces the communication cost. The framework generalizes the proof of equivalence
in the following sense. Instead of proving equivalence by showing that the two codes admit the
same generator matrix (as done in Figure 2), it is shown that both codes lie in the same equiva-
lence class. Then, by carefully defining the notion of equivalence classes, the latter check remains
computationally efficient.
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Let F ⊆ Mn be a subgroup of the monomial group such that any φ ∈ F is associated to a
unique pair of isometries (φr, φc) ∈ Mk ×Mn−k where φr acts only on the first k coordinates and
φc acts only on the last n − k coordinates. It is easy to see that each isometry in Mn can be
obtained from an isometry in F via a partial permutation from Sk,n, i.e.

∀µ ∈Mn, ∃!(π, φ) ∈ Sk,n × F : µ = φ ◦ π. (1)

Verifying that two codes are mapped by an isometry from F is computationally easy, thanks

to the use of a canonical form. This is a function CF that, on input a matrix A ∈ Fk×(n−k)
q ,

returns either a failure ⊥ or a matrix A′ = Qr · A · Qc, where Qr and Qc are the k × k and
(n− k)× (n− k) monomial matrices representing φr and φc, respectively. The function verifies the
following property:

CF(A) = CF(Qr ·A ·Qc), ∀(Qr,Qc).

Using canonical forms, one can obtain generator matrices in canonical form by first bringing the
matrix into systematic form and then computing the canonical form of the non-systematic part,
i.e.:

G
Systematic Form−−−−−−−−−−−−−−→

(
Ik | A

) Canonical Form−−−−−−−−−−−−−→
(
Ik | CF(A)

)
.

This means that now, the prover is able to use CF(A) as a commitment in the following way. As
before, the prover knows an isometry µ between C and C ′. He samples uniformly at random µ̃
from Mn, obtains a systematic generator matrix

(
Ik | A

)
for C̃ = µ̃(C ) via RREF∗, applies CF

and finally commits to CF(A). As a first challenge, the prover is again asked to reveal µ̃, and then
the verifier is able to reproduce all steps. Alternatively, the prover will reveal a map χ which is a
representative for the coset Fµ∗, where µ∗ = π ◦ µ̃ ◦ µ−1; in other words, we have

χ = φ ◦ π ◦ µ̃ ◦ µ−1︸ ︷︷ ︸
µ∗

= φ ◦ µ∗, φ ∈ F.

The verifier can then apply χ and compute RREF, yielding a systematic generator
(
Ik | Â

)
, and

check the commitment via CF.

The diagram from Figure 1 gets modified as follows.

C C̃
(
Ik | A

)
CF(A)

(
Ik | Â

)
Ĉ C ′

µ

µ̃
$←−Mn RREF∗ CF CF RREF χ

Figure 3: The LESS proof of knowledge using canonical forms.

Crucially, among all transformations in the coset, we choose one having a special structure,
allowing for a convenient encoding. For the remainder of this document, we indicate by CosetRep
the function that, on input a monomial map µ∗ ∈ Mn, returns the size-k set J encoding χ, which
is the chosen representative for the coset Fµ∗. For completeness, the modified Sigma protocol,
based on canonical forms, is shown in Figure 4. Note that the protocol preserves special soundness
but now the underlying hard problem is, formally, slightly different from LEP. Still, as shown in
[CPS23], the two problems are equivalent when random codes are concerned; more details are given
in Section 5.
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Public Data System parameters q, n, k ∈ N, hash function Hash, canonical form function CF.
Private Key µ ∈Mn.

Public Key (G,G′) with G
$←− Fk×n

q and G′ = RREF
(
µ(G)

)
.

PROVER VERIFIER
do:

µ̃
$←−Mn(

(Ik | A), π
)
← RREF∗(µ̃(G)

)
while CF(A) =⊥
cmt← Hash

(
CF(A)

) cmt−−→
ch←−− ch

$←− {0, 1}
If ch = 0:
rsp← µ̃

Else:

rsp← J = CosetRep(π ◦ µ̃ ◦ µ−1)
rsp−−→ If ch = 0:(

Ik | A
)
← RREF∗(rsp(G)

)
Else:

A← G′−1
rsp ·G′

{1,··· ,n}\rsp
Accept if Hash

(
CF(A)

)
= cmt

Figure 4: Description of the Sigma protocol based on canonical forms.

Iterating. The protocol in Figure 4 still only provides soundness 1/2, meaning that a malicious
party can successfully impersonate an honest prover half of the time. To achieve the authentication
level required, it is necessary to iterate the protocol t times, where in the simplest case t = λ. By
“iterate” here we intend repeating the Commit, Challenge, and Response phases independently; the
verifier will verify each response separately and only accept if verification is passed in all iterations.

Fiat-Shamir. The Fiat-Shamir transformation [FS86] is applied to the iterated protocol to
obtain a signature scheme. Informally, this transformation replaces the role of the verifier in the
challenge step by producing the string of challenges via a collision-resistant hash function, which is
computed on the message to be signed, together with the commitments for each round; in doing so,
it turns the protocol from interactive to non-interactive. Note that if the scheme is designed to be
commitment-recoverable (as is the case for LESS), it is not necessary to transmit the commitments
as part of the signature; this instead includes the hash digest, which can then be used to verify the
signature once the commitments are, as the name says, recovered on the verifier side. To implement
the transform, we follow the recommendations provided in [Cha22], i.e., add a salt and also use the
round index when computing commitments/calling a PRNG.
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Multiple Public Keys. It is possible to greatly reduce the soundness error by expanding the
public key [FG19]. In our case, this means using, as the public key, a tuple (G0,G1, . . . ,Gs−1),
where Gi = RREF

(
µi(G0)

)
for 1 ≤ i < s, corresponding to as many secret monomial maps

µ0, · · · , µs−1. The protocol in Figure 1 is just a special case, for which s = 2. The verifier’s
challenge then asks to complete the diagram in Figure 1 starting from a specific key Gj , to which
the prover responds with the matching isometry µ̃ ◦ µ−1

j . Since the challenge space is larger, fewer
rounds are necessary to achieve the same soundness, which allows to reduce the signature size (at
the cost of an increase in the public key).

Compression of Random Elements. Several components of the LESS signature scheme are
generated at random, and are obtained by expanding a randomly-drawn seed via a cryptographically
secure Pseudo-Random Number Generator (PRNG). This includes the matrixG0 (which is included
in the public key), all elements of the private key sk[i] = µi for 1 ≤ i < s (as per optimization
above), and all maps µ̃(i), corresponding to the commitments in each of the rounds 0 ≤ i < t
in which the Sigma protocol is executed. For all such components, the storage requirements can
be minimized by storing the corresponding PRNG seeds, at the cost of performing the PRNG
expansion at runtime. We note that the computational cost of expanding the elements is small,
as the expansion procedure only involves pseudorandomly sampling the various monomial maps,
as well as the generator matrix G0. We note that, with respect to the latter, G0 can be sampled

directly in row reduced echelon form by A
$←− Fk×(n−k)

q and set G0 = (Ik | A).

Fixed-Weight Challenges. When the isometry queried is the one between G0 and G̃, the
response consists of the monomial map µ̃, which is generated uniformly at random. As per the
paragraph above, it is then sufficient to transmit only the seed used to generate it. Since, for the
case of challenge equal to 1, this is not possible, the challenge corresponding to 0 is lighter and
the communication cost can be improved by adjusting the probability distribution of the challenge
string [BKP20]. This allows to reduce the signature size at the cost of increasing the number of
rounds, by fixing the number of non-zero challenges over all rounds in the signing process. As an
added benefit, this makes the signature size constant.

When considering fixed-weight challenges, we require a slightly higher amount of repetitions to
achieve a soundness error of 2−λ, namely, the amount of rounds t must satisfy(

t

w

)
(s− 1)w ≥ 2λ,

where w < t is the number of non-zero challenges and s the amount of generator matrices in the
public key.

GGM Trees. To efficiently represent the seeds used in the signing and verification algorithms
of LESS, we use a binary tree structure known as “GGM tree” [GGM86]. The goal is to obtain t
seeds seed0, · · · , seedt−1, starting from a master seed mseed ∈ {0, 1}λ. For every node, we generate
its two children by feeding a PRNG with the node value and parse the PRNG output (with length
2λ) as its two children. This procedure is iterated until we get a layer (the final one) having t seeds,
each being a binary string with length λ.
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Note that, in order to protect from collision attacks on the commitments (e.g. [Cha22]), we in-
clude additional randomness, actually building the tree starting from a root of the form mseed||salt,
where salt is a binary string of length 2λ. This salt is used in every subsequent call to the PRNG
(i.e. every time a seed gets expanded into two). Furthermore, to improve protection against col-
lision attacks, we additionally feed the PRNG using the indices which specify the location of the
current leaf.

Now, when t is a power of 2, we end up with a unique, complete binary tree. When t is not
a power of 2, instead, we employ the construction proposed in [BPS+23], according to which the
resulting tree is obtained by ”merging” m full subtrees, with m being the Hamming weight of t
when converted into a binary string.

When one needs to communicate all but a subset of the t seeds, say, for instance, all except
those indexed by a set U ⊂ {0, · · · , t − 1} of size w, it is possible to exploit the tree structure to
reduce the number of bits transmitted. The idea behind the improved efficiency is that of sending
parent nodes, whenever possible: the verifier will repeat the procedure to generate the children
nodes, and will thus obtain the required seeds, while minimizing the amount of space required in
the signature. See Figure 5 for an example of this procedure, for the case where t is a power of 2.

mseed

seed
(1)
0

seed
(2)
0

seed0 seed1

seed
(2)
1

seed2 seed3

seed
(1)
1

seed
(2)
2

seed4 seed5

seed
(2)
3

seed6 seed7

(a) Worst case: 4 seeds are needed

mseed

seed
(1)
0

seed
(2)
0

seed0 seed1

seed
(2)
1

seed2 seed3

seed
(1)
1

seed
(2)
2

seed4 seed5

seed
(2)
3

seed6 seed7

(b) Lucky case: only 2 seeds are needed

Figure 5: Example of binary seed tree for t = 8 and w = 3. The chosen seeds (in green) are not
revealed. The prover transmits only the orange nodes and the verifier can generate the remaining
seeds (but not the chosen ones) by applying the PRNG. The nodes generated in this way are colored
in gray. The leaves, in the base layer, which are obtained by the verifier are highlighted with the
thick double line.

An upper bound for the nodes which must be communicated is

min {⌊w log2(t/w) +m− 1⌋ ; t− w} .

On average, especially when w is small, the number of nodes which actually get communicated may
be significantly lower than the bound.

Monomial Inversions. A straightforward rendition of the signing algorithm would require the
computation of monomial inversions at runtime during the signature. It is possible to avoid this
computation by modifying the key generation procedure so that the values of µ−1

i are obtained via
the PRNG, and the corresponding seeds are stored as the private key. In this fashion, monomial
inversions take place at the keypair generation time only.
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3.2 High-Level Description

Putting together the above building blocks, we now provide a complete high-level description of
how LESS signatures are obtained and verified. For the sake of clarity, in Table 2 we list the main
functions employed by our algorithms. In all algorithms, the parameters n, k, q, t, w, s, λ ∈ N are
considered public data.

Name Input Output

RREF k × n matrix k × n matrix in RREF

RREF∗ k × n matrix k×n matrix in systematic form and
permutation π ∈ Sk,n that brings
RREF to systematic form

SampleGenerator string of arbitrary length k × n in RREF

SampleMonomial string of arbitrary length length-n monomial map

SampleChallenge string of arbitrary length length-t string with values in
{0, 1, · · · , s − 1} and Hamming
weight w

CF k × (n− k) matrix k× (n−k) matrix in canonical form

CosetRep length-n monomial map coset representative, encoded as a
size-k subset of {1, · · · , n}

UnpackCosetRep coset representative, encoded
as a size-k subset of {1, · · · , n}

length-n monomial map

BuildGGM seed seedtree ∈ {0; 1}λ, salt
salt ∈ {0; 1}2λ

seeds {seed(1), · · · , seed(t)} which
constitute the bottom layer of a
GGM tree with root seedtree||salt

GGMPath seed seedtree ∈ {0; 1}λ, salt
salt ∈ {0; 1}2λ, subset U ⊆
{1, · · · , t} of size w

subset of nodes path to reconstruct
all seeds in bottom layer which are
not indexed by U , in a GGM tree
with root seedtree||salt

RebuildGGM nodes path, salt
salt ∈ {0; 1}2λ, subset
U ⊆ {1, · · · , t} of size w

seeds seed(i) such that i ̸∈ U , for a
GGM tree salted with salt

Table 2: Main functions employed in LESS.
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For ease of readability, we will leave out of the high-level description of certain auxiliary func-
tions; these include “basic” functionalities such as hashing, or expanding a seed into multiple ones,
as well as some more “technical” functions related, for example, to element compression, integrity
checks, etc. Regarding the former, we will simply specify, in Section 4.1, our choice of standard
functions and procedures; the latter, instead, will be reported in a dedicated section, Section 4.2,
for completeness. We also detail, in Section 4.3, various implementation optimizations that we
added to improve our code.

Algorithms 1, 2 and 3 show, respectively, the key generation, signature generation, and signature
verification algorithms.

Algorithm 1: LESS Key Generation
Input: Private seed seedsk
Output: Private key sk and public key pk.
/* Generate the seed for the public key */

1 statesk ← XOF.init(seedsk)
2 seedpk ← XOF(statesk)

/* Sample starting generator matrix */

3 G0 ← SampleGenerator(seedpk)

/* Sample seeds for private key */

4 (seed1, . . . , seeds−1)← XOF(statesk)

/* Generate public key matrices */

5 for i = 1, · · · , s− 1 do
6 τi ← SampleMonomial(seedi)// Sample monomial map from seed

7 µi ← τ−1
i // Compute inverse

8 Gi ← RREF(µi(G0))// i-th component of public key

/* Set keypair */

9 sk← seedsk
10 pk← (seedpk,G1, · · · ,Gs−1)
11 return (sk, pk)

It is worth noting that, as explained in [CPS23], the computation of canonical forms can incur a
small probability of failure. If this happens when the function is called (e.g. line 15 of Algorithm 2),
we simply increment the seed corresponding to the current round, seed(i) + 1, and restart the loop
iteration.

Additionally, we point out that the signature resulting from Algorithm 2 does not have constant
size, since the number of nodes in path depends on the support U of the particular challenge vector.
Indeed, the binary length of path is always upper bounded by λ · {w log2(t/w) + m − 1 ; t − w},
which can be seen as a worst-case size; however, with high probability, the size of path is smaller
than the bound. If one wants signatures of constant size, one can pad path with zeros until the
worst-case size is reached. If one accepts, instead, signatures of variable size, then the signature
size can be further reduced. This, however, requires being able to parse the signature in order to
correctly locate the binary string encoding path. We deal with this by appending, at the end of the
signature, one extra byte encoding the number of seeds in path. Since all the other terms in the
signature have constant size, the location of path can be easily recovered.
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Algorithm 2: LESS Sign
Input: Private key sk = seedsk and message msg.
Output: Signature sgn on message msg.
/* Generate the seed for the public key */

1 statesk ← XOF.init(seedsk)
2 seedpk ← XOF(statesk)

/* Expand starting generator matrix and private key */

3 G0 ← SampleGenerator(seedpk)
4 (seed1, . . . , seeds−1)← XOF(statesk)
5 for i = 1, · · · , s− 1 do
6 τi ← SampleMonomial(seedi)// Sample monomial map from seed

/* Sample salt and seeds for the t rounds */

7 salt
$←− {0, 1}2λ

/* Take t seeds as the bottom layer of a GMM tree */

8 seedtree ← XOF(statesk)

9 {seed(1), . . . , seed(t)} ← BuildGGM(seedtree, salt)

/* Sample seed for Blinding */

10 stateblind ← XOF.init(XOF(statesk))

/* Generate commitments: for round i, sample ephemeral monomial map µ̃(i) using seed(i)||salt||msg||i */

11 for i = 1, · · · , t do
12 µ̃(i) ← SampleMonomial(seed(i)||salt||i))// Ephemeral monomial map for round i

13

((
Ik | A(i)

)
, π(i)

)
← RREF∗(µ̃(i)(G0)

)
// Apply µ̃(i) to G0, compute systematic form

14 A(i) ← Blind(stateblind,A
(i))

15 B(i) ← CF(A(i))// Canonical form for round i

/* Generate challenge: length-t vector with all zeros apart from w values with values in {1, · · · , s− 1} */

16 cmt← Hash(B(1)|| · · · ||B(t)||salt||msg)

17

(
b(1), · · · , b(t)

)
← SampleChallenge(cmt)

18 U ← support of
(
b(1), · · · , b(t)

)
// Set with indices of non zero values

/* Get path, in the GGM tree, to recompute {seed(i)}i ̸∈U */

19 path← GGMPath(seedtree, salt, U)

/* For each round i such that b(i) ̸= 0, provide coset representative for π(i) ◦ µ̃(i) ◦ τb(i) */

20 for i ∈ U do
21 rsp(i) ← CosetRep

(
π(i) ◦ µ̃(i) ◦ τb(i)

)
// Coset representative

22 sgn←
{
cmt, salt, path, {rsp(i)}i∈U

}
23 return sgn
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Algorithm 3: LESS Verify
Input: Public key (seedpk,G1, · · · ,Gs−1), message msg and signature sgn.
Output: true (accept) or false (reject).

/* Expand starting generator matrix */

1 G0 ← SampleGenerator(seedpk)

/* Regenerate challenge */

2 Read cmt and salt from sgn

3

(
b(1), · · · , b(t)

)
← SampleChallenge(cmt)

4 U ← support of
(
b(1), · · · , b(t)

)
// Set with indices of non zero values

/* For all rounds with null challenge value, generate the seeds from GGM tree */

5 Read path from sgn

6 For i ̸∈ U , seed(i) ← RebuildGGM(path, U, salt)

/* Read responses from signature */

7 For i ∈ U , read rsp(i) from sgn

/* For round i, obtain A(i) by taking non-systematic part of some RREF (starting from Gb(i) ), use it as input for

CF and recompute cmt(i) */

8 for i = 1, · · · , t do
9 if b(i) = 0 then

/* Sample ephemeral monomial map, apply it to G0 and do RREF */

10 µ̃(i) ← SampleMonomial(seed(i)||salt||i)// Ephemeral monomial map for round i

11

((
Ik | A(i)

)
, π(i)

)
← RREF∗(µ̃(i)(G0)

)
// Apply µ̃(i) to G0, compute systematic form

12 else
13 if CheckCosetRep(rsp(i)) = false then
14 return false

/* Compute RREF for Gb(i) by pivoting columns in rsp(i) */

15 Set G′
1 := columns of Gb(i) indexed by rsp(i)// Columns that form the information set

16 Set G′
2 := columns of Gb(i) not indexed by rsp(i)// Columns outside of information set

17 A(i) ← G′−1
1 ·G′

2// Non-systematic part after RREF

18 B(i) ← CF(A(i))// Canonical form for round i

/* Accept if cmt is correctly recomputed, reject otherwise */

19 cmt′ ← Hash(B(1)|| · · · ||B(t)||salt||msg)
20 if cmt = cmt′ then
21 return true
22 else
23 return false

12



4 Procedural Description

In this section, we describe in full detail how all the required functionalities for LESS are imple-
mented.

4.1 Main Functions

We write here the main functions, i.e., those listed in Table 2. To begin with, we clarify our choice of
cryptographic primitives, to obtain a practical realization of a PRNG, as well as the hash function
Hash. For the former, we employ the SHAKE family of functions with an appropriate security
level, namely SHAKE-128 for Category 1 and SHAKE-256 for other categories. On the other hand,
we employ SHA-3 as our implementation of the function Hash, selecting a digest of size 2λ. We
will recap these choices in Table 3.

RREF. The RREF algorithm is a straightforward instantiation of the Gaussian elimination. It
systematically transforms a given matrix into row echelon form through a series of elementary row
operations: row swapping, scalar multiplication of rows, and adding or subtracting multiples of one
row to another. This transformation is done by first finding a suitable pivot element. This is then
used in subsequent row operations to eliminate the other rows.

Algorithm 4: RREF

Input: G ∈ Fk×n
q

Output: G ∈ Fk×n
q in RREF

Data:

1 for row to reduce ∈ [k] do
2 i, j ← 0, 0
3 for j ∈ [row to reduce, n] do
4 for i ∈ [row to reduce, k] do
5 if G[i, j] > 0 then
6 go to 7

/* Swap the rows at row to reduce with i */

7 G[row to reduce :],G[i :]← G[i :],G[row to reduce :]
/* Reduce the pivot row */

8 G[row to reduce :]← G[row to reduce, j]−1 ·G[row to reduce :]
/* Reduce the rest */

9 for row ∈ [k] \ row to reduce do
10 G[row :]← G[row :]−G[row, j] ·G[row to reduce :]

11 return G

The only difference between Algorithm 4 and Algorithm 5 is that the latter keeps track of the
pivot columns and returns additionally a permutation shifting the pivot columns to the left.

Note that the descriptions of Algorithm 4 as well as Algorithm 5 given here do not run in
constant time. For a constant-time implementation, it is additionally important to mention that
only the pivot row needs be kept secret as the pivot column is published.
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Algorithm 5: RREF∗

Input: G ∈ Fk×n
q

Output: G ∈ Fk×n
q in RREF, π ∈ Sn

1 for row to reduce ∈ [k] do
2 i, j ← 0, 0

/* Initialize the permutation with the identity */

3 π ← id
4 for j ∈ [row to reduce, n] do
5 for i ∈[row to reduce, k] do
6 if G[i, j] > 0 then

/* Keep track of the pivot columns */

7 π[row to reduce], π[j]← π[j], π[row to reduce]
8 go to 9

/* swap the rows at row to reduce with i */

9 G[row to reduce :],G[i :]← G[i :],G[row to reduce :]
/* Reduce the pivot row */

10 G[row to reduce :]← G[row to reduce, j]−1 ·G[row to reduce :]
/* Reduce the rest */

11 for row ∈ [k] \ row to reduce do
12 G[row :]← G[row :]−G[row, j] ·G[row to reduce :]

13 return G, π

Sampling Generator Matrices. Algorithm 6 describes the process of expanding a seed into
a generator matrix in RREF. This is accomplished by initializing the first k columns of G to Ik,
and then sampling random coefficients in the range [q] row-wise. The samples are again generated
using bit-wise parsing of the XOF digest within 64-bit blocks. Note that this algorithm is only used
once in each of key generation, signing, and verification to sample the matrix G0.

Algorithm 6: SampleGenerator

Input: seed ∈ {0, 1}λ
Output: G ∈ Fk×n

q in RREF

1 G← (In−k|0n−k)
2 state = XOF.init(seed)
3 for i ∈ [k] do
4 for j ∈ [k, n] do
5 G[i, j]← SampleUniformNumber(state, q)

6 return G

Sampling Monomial Maps. The approach used for the expansion of a monomial map from
a seed is described in Algorithm 7. This operation requires sampling within two different ranges:
[1, q − 1] and [0, n − 1]. For the former, we reject the samples using the range [0, q − 2] and then
increment by one to shift the samples into the correct range. The instance of SHAKE is initialized
with the λ-bit seed. Then, the digest of the XOF is parsed in 64-bit blocks using bit-aligned
sampling within the blocks. This provides a beneficial trade-off between minimizing the number
of wasted digest bits while also limiting the complexity of bit-shifting. When the bit-rate changes
from sampling in the range [1, q − 1] to [0, n− 1], the bits of the current block are discarded.
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Algorithm 7: SampleMonomial

Input: seed ∈ {0, 1}λ
Output: µ : a monomial matrix represented by two lists of length n, called µ.π and µ.u,

containing the permutation and coefficients.

1 SampleMonomial (state)
2 µ.π ← [n]
3 for i ∈ [n] do
4 µ.u[i]← 1 + SampleUniformNumber(state, q − 1)
5 chunks of the XOF digest.

6 for i ∈ [n] do
7 x← SampleUniformNumber(state, n)
8 µ.π[i], µ.π[x]← µ.π[x], µ.π[i]

9 return µ

10 state = XOF.init(seed)
11 return SampleMonomial(state)

Sampling the Challenge String. The approach used for the generation of the fixed-weight
challenge is described in Algorithm 8. Similarly to Algorithm 7, two different bit rates are sampled
after the initialization of the SHAKE instance. The first set of samples is taken within the range
[1, s− 1]. This is achieved by using rejection sampling in the range [0, s− 2] and then incrementing
by one. Note that, when s is equal to two, the only possible value is one. Therefore, this stage can
be entirely skipped. These samples represent the values of the non-zero challenges. They are stored
in the top w positions of the challenge array. They are then distributed randomly throughout the
challenge by randomly filling the array. Unlike monomial sampling, this operation is performed only
once during sign and verify. Since the latency of this operation is very low compared to the rest of
the algorithm, a simple definition is preferred. Thus, all samples are generated using byte-aligned
chunks of the XOF digest.

Algorithm 8: SampleChallenge

Input: seed ∈ {0, 1}λ
Output: ch ∈ St,w

1 state = XOF.init(seed)
2 if s ̸= 2 then
3 for i ∈ [w] do
4 ch[t− w + i]← 1 + SampleUniformNumber(state, s− 1)

5 else
6 ch← (0t−w1w)
7 for i ∈ [t− w, t] do
8 do
9 p← XOF(state, 8)

10 p← p mod t

11 while p > i
12 ch[i], ch[p]← ch[p], ch[i]

13 return ch
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Implementing Canonical Forms. Algorithm 9 computes the canonical form G′ from an
input matrix G.

Algorithm 9: CF

Input: G ∈ Fk×n−k
q non-IS of Generator Matrix

Output: G′ ∈ Fk×n−k
q in canonical form

Data: A ∈ Fk×(n−k)
q , M ∈ Fk×(n−k)

q : temporary buffer

/* set M to the largest matrix */

1 M← (q − 1)k×(n−k)

2 for i ∈ [k] do
3 for j ∈ [k] do
4 A[j :]← G[j :] ·G[i :]−1

5 A← ScaleCF(A)
6 if A ≺Fk×(n−k)

q
M then

7 M← A

8 return M

Algorithm 10 compresses the permutation µ∗ by setting those bit positions within an n bit
string, which corresponds to a column, which is permuted into the information set by µ∗.

Algorithm 10: CosetRep
Input: Map µ∗ representing the permutation values of the monomial action
Output: b ∈ {0, 1}n,wt(b) = k

1 b← 0n

2 for i ∈ [k] do
/* set the µ∗[i] bit in b */

3 b[µ∗[i]] = 1

4 return b

Its inverse operation, Algorithm 11, takes as input an n bit string b and outputs a permutation
µ∗, which shuffles columns, whose corresponding bit is set, to the left. Note that to ensure the
correctness of Algorithm 11 it must be that wt(b) = k, otherwise µ∗ will not be a valid permutation.

Algorithm 11: UnpackCosetRep
Input: b ∈ {0, 1}n, with hamming weight k
Output: Map µ∗ representing the permutation values of the monomial action

1 c1 ← 0
2 c2 ← k
3 µ∗ ← 0n

4 for i ∈ [n] do
5 if b[i] = 1 then
6 µ∗[c1]← i
7 c1 ← c1 + 1

8 else
9 µ∗[c2]← i

10 c2 ← c2 + 1

11 return b
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GGM Tree Implementation Strategy. The LESS signing and verification algorithms in-
volve the hierarchical derivation of a sequence of seeds, one for each of the t iterations of the
underlying ZKID protocol. In order to optimize the representation of the seeds to be sent inside
the signature, we employ a binary tree structure, as introduced in Section 3.1.

The BuildGGM procedure computes a binary tree of nodes, each containing a binary string
obtained concatenating a random value, a random salt and an integer node index represented in
natural binary. For each child node, the (first) random value contained in the node is obtained
through a PRNG seeded with the entire binary string of its parent. The root node employs, as a
first binary string, a length-λ string. The pseudo-code of the BuildGGM procedure is shown in
Algorithm 12. The algorithm takes as input a root seed seed and a salt, materializes internally a
binary tree of nodes and computes t round seeds seed(i), 0 ≤ i ≤ t− 1, from it, each associated to
one leaf of the tree. In particular, the root is initialized with the root seed. Then, proceeding from
top to bottom and left to right, each node is expanded into two children by appending the salt and
the 16-bit index of the node to the seed of the node and feeding it into the PRNG that produces
two seeds of λ bits. The 16-bit index is passed in little-endian byte order and helper arrays are
used for proper indexing within the truncated tree structure.

Algorithm 12: BuildGGM
Input: seed: the λ-bit root seed from which the whole tree is generated

salt: a 2λ-bit string, chosen uniformly at random
Output: (seed(0), . . . , seed(t−1)): the t round seeds
Data: t: number of leaves (corresponds to the number of protocol rounds)

λ: security parameter (a seed is λ bits long)
npl[. . . ]: number of nodes per level
lpl[. . . ]: number of leaves per level
off[. . . ]: offsets required to move between two levels in the unbalanced tree

1 T [0]← seed
2 startNode← 0
3 for level ∈ [⌈log2(t)] do
4 for i ∈ [npl[level]− lpl[level]] do
5 parent← startNode+ i
6 leftChild← LeftChild(parent)− off[level]
7 rightChild← leftChild+ 1

// expand parent seed, salt and parent index

8 state = XOF.init(T [parent] | salt | parent)
9 T [leftChild], T [rightChild]← XOF(state, 2λ)

10 startNode← startNode+ npl[level]
// return the leaves of the tree as round seeds

11 return Leaves(T )
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The GGMPath procedure determines, given a seed tree, a subset of the leaves to be disclosed,
and derives which tree paths of nodes should be disclosed so that it is possible for the verifier to
rebuild all the leaves which have been marked in the bitset. It does so by determining the highest
ancestors in the tree, for which all the descendants are nodes to be revealed, proceeding from the
leaves to the root. The pseudo-code of the GGMPath procedure is shown in Algorithm 13. The
algorithm takes the challenge b to label a reference tree T ′ which indicates which nodes to pack
into path. More specifically, it places the challenge bits b(i) on the leaves and updates the reference
tree such that a parent node is labeled to be published if both of its children are to be published.
Afterwards, GGMPath iterates through the tree from top to bottom and left to right and packs a
node into the path if the node itself is to be revealed, while its parent is not to be revealed. In the
actual reference implementation, it is not required to re-generate the full seed tree again, but it is
given a pointer to the tree/leaves as constructed in BuildGGM.

Algorithm 13: GGMPath
Input: seed: the λ-bit root seed from which the whole tree is generated

salt: a 2λ-bit string, chosen uniformly at random
U : the size-w subset of {0, · · · , t− 1} containing the indices of leaves that must
not be revealed

Output: path: the subset of nodes that allow re-computing the leaves which are not
indexed by U

Data: t: number of leaves (corresponds to the number of protocol rounds)
λ: security parameter (a seed is λ bits long)
npl[. . . ]: number of nodes per level
off[. . . ]: offsets required to move between two levels in the unbalanced tree

1 T ← BuildGGM(seed, salt)
// Use the tree T ′ to indicate which nodes to reveal

// T ′: binary tree data structure with stencil matching the one of T , and binary valued nodes. All nodes with 0

// value correspond to nodes of T meant to be revealed; nodes with value 1 correspond to nodes of T that

// must not be revealed. ComputeNodesToPublish(·) builds it knowing the sequence of indices in U .

2 T ′ ← ComputeNodesToPublish(U) // T ′ includes the roots of subtrees containing only nodes to be

// published and each of the roots has a parent that should not be

// published.

3 startNode← 0, pubNodes← 0, path← ∅
4 for level ∈ [1, ⌈log2(t)⌉+ 1] do
5 for i ∈ [npl[level]] do
6 node← startNode+ i
7 parent← Parent(node) + off[level− 1]/2

// Reveal node if it is to publish but its parent is not

8 if T ′[node] = 0 and T ′[parent] = 1 then
9 path[pubNodes]← T [node]

10 pubNodes← pubNodes+ 1

11 startNode← startNode+ npl[level]

12 return path
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Finally, the RebuildGGM procedure receives the output of GGMPath, and the same subset
of leaves which should be recoverable from the tree paths contained in it. The procedure starts by
determining, on a stencil of the binary tree, which subtrees have been fully disclosed, by inserting
their roots within the output of the GGMPath procedure. It then proceeds to recompute, starting
from these elements, and proceeding towards the leaves, all the leaves nodes which are indicated
in the subset of leaves to be recovered. The pseudo-code of the RebuildGGM procedure is shown
by Algorithm 14. The algorithm re-generates the round-seeds seed(i) given the path, b, and salt.

Algorithm 14: RebuildGGM
Input: path: subset of nodes

salt: a 2λ-bit string, chosen uniformly at random
U : the size-w subset of {0, · · · , t− 1} containing the indices of leaves that must
not be revealed

Output: (seed
(i)

i:b(i)=0
: the leaves corresponding to b(i) = 0

Data: t: number of leaves (corresponds to the number of protocol rounds)
λ: security parameter (a seed is λ bits long)
npl[. . . ]: number of nodes per level
lpl[. . . ]: number of leaves per level
off[. . . ]: offsets required to move between two levels in the unbalanced tree

// Use tree T ′ to reconstruct which nodes were revealed.

// T ′: binary tree data structure with stencil matching the one of T (i.e., the one built by executing BuildGGM

// algorithm), and binary valued nodes. All nodes with 0 value correspond to nodes of T that were meant to be

// revealed; nodes with value 1 correspond to nodes of T that should have not be revealed.

// ComputeNodesToPublish(·) builds it knowing the sequence of indices in b.

1 T ′ ← ComputeNodesToPublish(U)
2 T ← ∅
3 startNode← 0, pubNodes← 0, path← ∅
4 for level ∈ [1, ⌈log2(t)⌉+ 1] do
5 for i ∈ [npl[level]] do
6 node← startNode+ i
7 parent← Parent(node) + off[level− 1]/2
8 leftChild← LeftChild(node)− off[level]
9 rightChild← leftChild+ 1

// If node is in path, copy it to tree

10 if T ′[node] = 0 and T ′[parent] = 1 then
11 T [node]← path[pubNodes]
12 pubNodes← pubNodes+ 1

// Expand it if node is in the tree and not a leaf, with co-domain {0, 1}λ × {0, 1}λ

13 if T ′[node] = 0 and i < npl[level]− lpl[level] then
14 state = XOF.init(T [node] | salt | node)
15 T [leftChild], T [rightChild]← XOF(state, 2λ)

16 startNode← startNode+ npl[level]

17 return Leaves(T )[i]i:b(i)=0
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4.2 Auxiliary Functions

In our constructions, we require several accessory functions, which we report here.

Sampling Uniform Numbers. In this paragraph we describe the algorithm to sample a
uniformly distributed number. The special feature of Algorithm 15 is that the modulus, to which
the output needs to be reduced, can be passed as an argument. Thus, if n is a prime, this algorithm
samples uniformly distributed finite field elements.

Algorithm 15: SampleUniformNumber
Input: state of an already initialized XOF, modulus n
Output: x ∈ Zn

1 static c← 0
2 static b← 064

3 m← 2⌈log2(n)⌉

4 do
5 if c = 0 then
6 b← XOF(state, 8)
7 c = ⌊(64)/ log2(m)⌋
8 x← b mod m
9 b← b≫ log2(m)

10 c← c− 1

11 while x ≥ n
12 return x

Additionally, note that the two variables c and b are static, which means that they hold their
values between function calls and persist for the program’s lifetime. Therefore, it is mandatory to
reset those variables upon the sampling of a new seed for this algorithm, as otherwise this would
lead to wrong results.

Compressing Generator Matrices. At the end of the key generation procedure, all the
generator matrices that comprise the public key are compressed in order to reduce their size. This
procedure, illustrated in Algorithm 16, requires compressing the locations of the pivot columns, as
well as all the coefficients of the non-pivot columns. This task is accomplished by first prefixing the
length-n list of 1-bit flags, which specify if a column of G is a pivot or not. Note that, for some of
the parameter sets, the value of n is not divisible by 8; in this case, we pad with enough zeros to
make sure that the coefficient encoding begins on a new byte. The coefficients are then serialized
row-by-row.

The inverse of this operation, which expands the compressed description back into a generator
matrix (in RREF) is described in Algorithm 17. This algorithm first parses the pivot columns
encoded as a bit vector of length n. Next, the non pivot columns will be parsed and put into place.
And last but not least, the pivot columns will be placed.

Checking Correctness of Coset Representatives. The LESS verification algorithm needs
to make sure that the coset representatives, which are revealed as part of the signature, are of
the correct form. That is, they are vectors of length n with Hamming weight k. Algorithm 18
implements this.
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Algorithm 16: CompressRREF
Input: G : a generator matrix in RREF, p ∈ {0, 1}n where p[i] denotes if column i of G is a pivot.
Output: b ∈ {0, 1}k·(n−k)·⌈log2(q)⌉+n containing the pivot columns in G.
Data: LSBx(a): function which returns the x least significant bits of the input a.

1 b← p

2 b← 08−(n mod 8)|| b// fill the last byte with zeros

3 for i ∈ [k] do
4 if p[i] ̸= 1 then
5 for j ∈ [n] do
6 b← LSB⌈log2(q)⌉(G[i, j]) || b
7 return b

Algorithm 17: ExpandToRREF

Input: b ∈ {0, 1}(k·(n−k)·⌈log2(q)⌉)+n.
Output: G : a generator matrix in RREF.
Data: LSBx(a): returns the x least significant bits of the input a.

/* extract the pivot column */

1 p← LSBn(b)
2 b← b≫ (⌈n/8⌉ · 8)
3 G← 0k×n for i ∈ [k] do
4 for j ∈ [n] do
5 if p[j] ̸= 1 then
6 G[i, j]← LSB⌈log2(q)⌉(b)

7 b← b≫ ⌈log2(q)⌉
8 for i ∈ [k] do
9 pivot idx← 0

10 for j ∈ [n] do
11 if p[j] = 1 then
12 if i = pivot idx then
13 G[i, j]← 1
14 else
15 G[i, j]← 0
16 pivot idx← pivot idx + 1

17 return G

Algorithm 18: CheckCosetRep
Input: b ∈ {0, 1}n n-bits representing the compressed canonical form action.
Output: true (accept) or false (reject).

1 j ← 0
2 for i ∈ [n] do

/* count the number of ones in b */

3 j ← j + b[i]

4 if j = k then
5 return true
6 return false
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Ordering and Sorting. Let Sort : (Fq)
∗ → (Fq)

∗ be a routine that sorts a vector of arbitrary
length. Given the prime field Fq, we assume that there is a total ordering ≤Fq . We extend this
ordering to the vector space Fn

q , defined as v ≤Fn
q
v′ if and only if either vi = v′

i, ∀i ∈ [n] or
∃i ∈ [n], s.t.vi ̸= v′

i, and vj = v′
j , ∀j < i. We extend this definition to a strict partial ordering

≺Fn
q
over Fn

q . Given v,v′ ∈ Fn
q , we define v ≺Fn

q
v′ if and only if w ≤Fn

q
w′ and w ̸= w′, where

w = Sort(v),w′ = Sort(v′). This definition is extended to matrices in a row-wise fashion.

Equipped with these definitions of ordering, we are able to define the following sorting routines.

First, we define SortRows : Fk×(n−k)
q → Fk×n−k

q , which takes as input the rows of k×n−k matrix

and sorts them according to ≺Fn−k
q

. And secondly, we define SortCols : Fk×n−k
q → Fk×n−k

q , which

takes as input the columns of k × n− k matrix and sorts them according to ≤Fk
q
.

Canonical Forms Auxiliary Functions. We are now able to define the supporting algo-
rithms for computing canonical forms. First, Algorithm 19 which scales each row of the input
matrix in place. Next, Algorithm 20 sorts the rows and columns of the input matrix according to
the orderings defined in the paragraph just above.

Algorithm 19: ScaleCF

Input: G ∈ Fk×n−k
q non-IS of Generator Matrix.

Output: G′ ∈ Fk×n−k
q .

1 for i ∈ [k] do

2 s =
∑n−k

j=0 G[i, j]

3 s′ =
∑n−k

j=0 G[i, j]−1

4 if s ̸= 0 then
5 s← s−1

6 if s = 0 then
7 s← s′

8 if s = 0 then
9 return ⊥

10 G[i :]← s ·G[i :]

11 return SortCF(G)

Algorithm 20: SortCF

Input: G ∈ Fk×n−k
q non-IS of Generator Matrix.

Output: G′ ∈ Fk×n−k
q .

1 G′ ← SortRows(G)
2 return SortCols(G′)

4.3 Implementation Optimizations

We now describe the main implementation optimizations that can be applied to our algorithms to
improve performance across all platforms.

Partially Sorting Rows within Canonical Forms. A first optimization strategy consists
of only partially sorting each row, within the computation of Algorithm 20. Indeed, the algorithm
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needs to sort the rows of the input matrix under the ordering ≺Fn−k
q

. This is done by first sorting the

entries within each row, by normal sorting algorithm. And afterwards sort this output by <Fn−k
q

.

The core idea of the optimization is to replace the initial sorting of each row, by a histogram
computation. A Histogram: Fn−k

q → Zq in our case is the number of occurrences of each field
element within a vector. Note that this is enough to be able to compare two rows, as the histogram
is a compressed representation of the actual sorted vector. Additionally, this shrinks the size of the
temporary buffer for Category 3 and 5 parameters, as only q elements need to be stored instead of
n− k. See Algorithm 21 for a possible implementation.

Algorithm 21: Histogram
/* A possible constant time sorting implementation based on histogram computations */

Input: v ∈ Fn
q

Output: w ∈ Zq sorted

1 w← 0
2 for i ∈ [n] do
3 w[v[i]]← w[v[i]] + 1
4 return w

Reusing Pivots during RREF Computation. Within the Key Generation, Sign and
Verify algorithms, a core operation is to compute the RREF of a matrix, via the RREF and
RREF∗ functions. A useful observation is that these algorithms compute the RREF after applying
a monomial map to a matrix G0 which is already in RREF. Since the application of a monomial
map is equivalent to permuting and scaling the columns of G0, after applying the map, k columns of
G0 will have only a single non-zero entry. During conversion to RREF, if the current pivot element
is in one of these columns, the expensive row reduction step can be skipped. On average, k/2 of
the k pivot columns of µ̃(i)(G0) were pivots in G0, which means that half of the row reductions
can be skipped. Thus, on average, this optimization reduces RREF latency by 50%.

It is important to note that the number of pivots that can be reused varies based on the permu-
tation behind the secret monomial map. Thus, a direct application will result in non-constant-time
performance, which may introduce a vulnerability to timing attacks. This is not an issue for ver-
ification, so it can be applied directly. For signature generation, instead, the variance in latency
would reveal information about the secret ephemeral monomials. However, one can limit the num-
ber of pivots reused to some value P < k

2 such that the probability of non-constant-time operation
is below an acceptable threshold. So long as there are at least P pivots that can be reused, the
operation will be constant-time. This quasi-constant-time approach allows some of the performance
benefit to be achieved with a strong argument for security. The probability that a monomial has
exactly p reusable pivots is

(
k
p

)
·
(

k
k−p

)
/
(
k
n

)
, since the permutation would be selecting p columns

that were pivot columns and k − p that were non-pivot columns. We can calculate the probability
of µ̃(i)(G0) having at least P reusable pivots and then select P such that the likelihood of non-
constant-time performance is below the maximum signature limit considered by NIST of 264. This
leads to a value of 25, 51, and 79 for P for security categories 1, 3, and 5, respectively. This yields
a performance improvement of 20%− 35% for RREF with only an average of 1 non-constant-time
operation before the signature limit is reached. It is worth noting that the variance in latency is
related only to the ephemeral monomial, not the long-term secret monomial.

23



Partially Reduced RREF. The technique of reusing pivots and thus not reducing already
reduced columns can be extended to also skip the reduction of the pivot element itself. This is
possible because the canonical form computation depends only on the number of 0 and not on the
exact values of the other non-zero entries within the generator matrix.

Non-Constant-Time Computation of Canonical Forms. Let us first define cntx(v) =
|{i |vi = x, ∀i ∈ [n]}| for x ∈ Fq and v ∈ Fn

q . It is easy to see that it would be very costly to
implement the algorithm CF in constant time. However, there are many operations for which one
knows beforehand that the outcome would not lead to a shorter matrix M. For example, we know
that the rows containing the most zeros scaled with rows containing no zeros lead to the shortest
matrices. This idea is implemented in Algorithm 22. This algorithm first computes the sets Z and
J , which contain, respectively, the indices of the rows where a zero is present, and the most zeros
among all rows. Then, only for those rows we compute ScaleCF.

Algorithm 22: Improved CF (non CT)

Input: G ∈ Fk×n−k
q non-IS of Generator Matrix.

Output: M ∈ Fk×n−k
q .

Data: B ∈ Fk×(n−k)
q : temporary buffer.

J ∈ Zk: track rows which contain the maximal numbers of zeros, Z ∈ Zk: track rows which contain
zeros

/* set M to the largest matrix */

1 M← (q − 1)k×(n−k)

/* track the rows which contain the maximum amount of zero */

2 J ← {i |max(cnt0(G[i])), ∀i ∈ [k]}
3 Z ← {i | cnt0(G[i]) > 0, ∀i ∈ [k]}
4 for i /∈ Z do
5 for j ∈ [|J |] do
6 B[j :]← G[J [j] :] ·G[i :]−1

7 if SubScaleCF(B,M[0 :], |J |) then
8 for j ∈ [k] do
9 B[j :]← G[j :] ·G[i :]−1

10 B← ScaleCF(B)
11 if B ≺Fk×(n−k)

q
M then

12 M← B

13 return M

In addition to the idea described above, we can remove certain operations from ScaleCF,
as we only need to compute the full ScaleCF in the case where we know that one of the rows
in B is shorter than the shortest row we already know, which is M[0 :]. For this reason, we
introduce the algorithm SubScaleCF, which computes the same as ScaleCF but only for the
|J | × (n− k) sub-matrix B. Additionally, it returns a true/false flag indicated that one of the rows
in B is already shorter then the shortest the algorithm currently knows. Only in this case the full
ScaleCF algorithm will be computed.

Blinding. As a non-constant-time implementation of canonical forms (see Algorithm 22) is con-
siderably faster than a constant-time version, we apply a procedure called blinding to the input of
the canonical form. This is done by applying to the matrix G a monomial map both on the left
and on the right, via multiplication with the matrices Qr ∈Mk and Qc ∈Mn−k, respectively.
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Algorithm 23: SubScaleCF

Input: G ∈ Fz×(n−k)
q , M ∈ Fn−k

q , z ∈ Z.
Output: true/false.
Data: T ∈ Fn−k

q : temporary buffer.

1 for i ∈ [z] do

2 s =
∑n−k

j=0 G[i, j]

3 if s ̸= 0 then
4 s← s−1

5 if s = 0 then

6 s =
∑n−k

j=0 G[i, j]−1

7 if s = 0 then
8 return 0
9 T← s ·G[i :]

10 if T ≺Fn−k
q

M then

11 return true

12 return false

Algorithm 24: blind

Input: G ∈ Fk×n−k
q non-IS of Generator Matrix, state of an already initialized XOF.

Output: G′ ∈ Fk×n−k
q

Data: Ml ∈ Fk×(n−k)
q , Mr ∈ F(n−k)×k

q

1 Mr ← SampleMonomial(state)
2 Ml ← SampleMonomial(state)
3 return Ml ·G ·Mr

We assume, conservatively, that the side-channel analysis of CF entirely reveals its input.
With information-theoretic arguments we argue that, thanks to blinding, any type of side-channel
information leakage is avoided. For the sake of simplicity, we show this by focusing on a single round
of the Sigma protocol. We first consider what would happen when blinding is not applied. Let A
denote the input to CF (on the signer’s side) and B = CF(A). Let us now assume that, in this
round, the challenge is ̸= 0, and denote by A′ the input to CF, on the verifier’s side. An attacker
would know both B and A′, since these values can be computed from a honest signature, but
does not know A. Any information about A may provide useful information about the ephemeral
map employed by the signer which, in turn, can be combined with the signer’s response to gather
information about the secret map. Even though we are not aware of attacks that make use of this
information, in such a case there is obviously some (potentially dangerous) information leakage.

Note that the attacker knows that A = Qr · A′ · Qc for some (unknown) Q′
r ∈ Mk and

Q′
c ∈Mn−k. Hence, without blinding the attacker can recover both Q′

r and Q′
c.

Now, we consider blinding: on the signer’s side, the input to CF is

Ã = Qr ·A ·Qc = Qr ·Q′
r︸ ︷︷ ︸

Q̃r

·A′ ·Q′
c ·Qc︸ ︷︷ ︸
Q̃c

.

Since Qc and Qr are drawn uniformly at random from Mk and Mn−k, Q̃c and Q̃r are uniformly
random as well: this prevents any sort of information leakage. In other words: the input to CF, on
the signer’s side, is one among all matrices leading to the canonical form B. The attacker learns
nothing more than this but, as we already stressed, this information is already publicly revealed.
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5 Security and Known Attacks (2.B.4/2.B.5)

The security of LESS formally depends on the following three items:

- The Fiat-Shamir transformation.

- Protocol-level modifications.

- The Sigma protocol of Figure 2 is secure.

The first item is a very well-known technique, arguably one of the cornerstones of signature
scheme design. Introduced in 1986 by Fiat and Shamir [FS86], it has been extensively studied
since. Then, LESS includes some modifications which affect the scheme at a protocol level, but
have no impact on security. These techniques are already incorporated in the description given
in Section 4, and briefly summarized, one by one, in Section 3, where we refer to the appropriate
literature for further details about their impact on security. Finally, the third item implies that the
underlying protocol is complete, sound and Zero Knowledge. These properties are trivially satisfied
for our employed protocol; see [BMPS20] for the basic case of a Sigma protocol based on LEP, and
[PS23, CPS23] for the extended notions of equivalence.

In particular, for the current version of LESS, special soundness is based on the hardness of the
following problem.

Problem 1 (Canonical Forms Linear Equivalence Problem (CF-LEP)). Given two gener-
ator matrices G,G′ ∈ Fk×n

q , find two size-k sets J, J ′ ⊆ {1, · · · , n} such that

CF
(
G−1

J ·G{1,··· ,n}\J
)
= CF

(
G′−1

J ′ ·G′
{1,··· ,n}\J ′

)
As shown in [CPS23], when random codes are concerned (as in LESS), CF-LEP is equivalent

to the standard LEP in terms of hardness, since one can always reduce, in polynomial time, one
problem to the other and vice versa.

5.1 Known Attacks

Broadly speaking, most attacks on LEP split into two classes of algorithms – those using a reduction
to the Permutation Equivalence Problem (PEP) and those based on finding codewords of small
Hamming weight. The former tend to only work under very specific circumstances, and are easy
to bypass; we give here an intuition for the latter, while more details are provided in Appendix B.

Information-Set Decoding. An Information-Set Decoding (ISD) algorithm is an iterative
procedure that aims at finding a certain low-weight word. This can be, for instance, an error vector
to correct a noisy codeword, or directly a low-weight codeword in a certain linear code. In its
simplest form, each iteration of the ISD algorithm guesses a set I of k indices, the information set.
Provided that no errors occur in I, i.e., the searched word is all-zero with respect to I, one can
then recover the target word by simple linear algebra.

Since its introduction by Prange [Pra62] in 1962, several variants have been presented (e.g. [LB88,
Ste89, Dum91, BLP11, MMT11, BJMM12, MO15, BM17, BM18, Ess22]), utilizing clever observa-
tions such as exploiting collisions [BLP11] or representations [BJMM12] to provide speed-ups. The
algorithms can easily be generalized to non-binary fields. However, as noted in [Meu13], the gain
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from more advanced algorithms of this class deteriorates quickly for increasing values of q. Overall,
the complexity of ISD algorithms is exponential in nature, and, generally, increases with the weight
of the target word.

Using ISD as Subroutine. When utilizing ISD to solve code equivalence (see Appendix B.2),
an attacker is interested in finding a certain number ℓ of distinct codewords with Hamming weight
w. Let CISD(q, n, k, v) be the cost of each call, that is, the expected time to find a (random)
codeword with the desired properties. Then, the cost to find ℓ distinct codewords with weight v,
out of N(v), is

f
(
ℓ,N(v)

)
· CISD(v),

where f
(
ℓ,N(v)

)
counts the average number of calls of ISD, and is well approximated as

f
(
ℓ,N(v)

)
≈

{
ℓ , if ℓ≪ N(v),

ℓ · ln(ℓ) , else.
(2)

The best known algorithm to find those codewords for q > 2 is Peters’ ISD [Pet10], which is a
generalization of Stern’s ISD to the non-binary case. The complexity of this generalization is

CISD(v) = min
a,u

{
CITER(v, a, u)

PSUCC(v, a, u)

}
,

where

CITER(v, a, u) = u

((
k

2
− a+ 1

)
+ (q − 1)a

((⌊k
2

⌋
a

)
+

(⌈k
2

⌉
a

)))

+

2aq(v−2a+1)
q−1

(
1 + q−2

q

) (⌊ k2⌋
a

)(⌈ k2⌉
a

)
(q − 1)2a

qu

+
(n− k)2(n+ k)

2
,

and

PSUCC(v, a, u) = min

(⌊ k2⌋
a

)(⌈ k2⌉
a

)(
n−k−u
v−2a

)
·N(v)(

n
v

) , 1

 .

Note that for random linear codes over Fq the expected number of weight-v codewords is given by

N(v) =

(
n

v

)
(q − 1)vq−(n−k).

Quantum Improvements. In a quantum setting, the basic ISD algorithm by Prange can be
accelerated via a Grover search [Ber10]. Overall, this results in a square-root gain in terms of the
number of sets to be tested until an information set is found.

While there exist also quantum versions of more advanced ISD algorithms [KT17, Kir18], those
yield only small asymptotic improvements at the cost of significant polynomial overhead and ex-
ponential demand for quantum random access memory. In turn, considering quantum circuits
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for actual parameters, the best quantum attack remains the Grover-search enhanced version of
Prange’s algorithm.

However, NIST’s metrics imply constraints on the maximum depth of the quantum circuits
used to launch an attack. Under such metrics, quantum attacks do not improve over classical
approaches. We give a more detailed explanation in Appendix B.3.

Relying on Random Instances. For the related PEP random instances can be solved in
polynomial time. However, those attacks do not translate to LEP as long as q ≥ 5, making random
instances of LEP a secure design choice. We give more details on this in Appendix B.1.

Attacks based on Low-weight Codeword Finding. Many algorithms for solving LEP as
well as PEP are based on the search for codewords with low Hamming weight (or subcodes with
small support) [Leo82, Beu21, BBPS23]. All these attacks share the common principle of looking at
a small set of codewords (or subcodes) from which the action of µ can be recovered. For instance,
Leon’s algorithm [Leo82] requires to find, for both codes, all codewords with weight ≤ v, that is

A = {c ∈ C | wt(c) ≤ v} and A′ =
{
c′ ∈ C ′ | wt(c′) ≤ v

}
.

It then holds that A = µ(A′) and, when v ≪ n, we further have |A| ≪ |C | = qk. Roughly
speaking, since A and A′ only contain a few codewords, reconstructing the map µ gets easy. Modern
algorithms relax the requirements of Leon and instead aim at finding a sufficiently large number
of collisions, i.e., pairs of codewords c ∈ C , c′ ∈ C ′ such that c = µ(c′). This idea was first
proposed in [Beu21] and later refined in [BBPS23]. We give more details on those approaches in
Appendix B.2.

The concrete gain of those attacks over Leon’s algorithm depends on exact parameters. However,
as a rule of thumb, those approaches outperform Leon’s only if q is sufficiently large.

Conservative Design Criteria. In practice, the best attacks against LEP are those based on
low-weight codeword finding. All those attacks use the following general attack framework:

i) Produce two lists L1 and L2 with short codewords that contain at least X collisions, i.e., X
pairs of elements between L1 and L2 are mapped under µ.

ii) Find those collisions.

iii) Use the collisions to reconstruct the secret monomial µ.

In our parameter selection, we lower bound the complexity of any algorithm following this
framework. Therefore, we conservatively assume that a single collision between L1 and L2, i.e., a
choice of X = 1 is enough for the algorithm to succeed and neglect the cost of steps ii) and iii).

Those assumptions lead to a particular conservative design. Usually, known attacks require X
to be sufficiently large. Smaller X implies that less low-weight codewords need to be found, which
leads to a lower overall cost of (the usually dominating) step i). The small information on the
monomial given by only a single collision would then lead to an expensive reconstruction phase in
step iii), which is disregarded.
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Furthermore, choosingX minimal also guards against future improvements of the reconstruction
phase, i.e., against techniques that require a smaller number of collisions. It is also worth noting,
that the most efficient algorithms [Beu21, BBPS23] actually require to find small-support subcodes
rather than low-weight codewords; a task that is inherently more difficult. However, we assume
that finding a collision between low-weight codewords is sufficient for all algorithms.

Taking into account these conservative design decisions, we use the following criterion to select
secure LEP instances.

Criterion 1. Let q denote the finite field size, n the code length, and k the dimension. We
consider only q ≥ 5 and random codes. For a given security parameter λ, we select n, k, q such that
for any v ∈ {1, · · · , n} finding lists L1 ⊆ C and L2 ⊆ C ′ with weight-v codewords and such that
L1 ∩ µ(L2) := {(c, c′) ∈ L1 × L2 | c′ = µ(c)} is non empty, takes time greater than 2λ.

This criterion translates into a simple parameter selection methodology. Therefore, consider L1

and L2 of same size ℓ. The cost of producing these lists is

f
(
ℓ,N(v)

)
· CISD(v).

Recall that CISD(v) is the cost of finding a random codeword of weight v and the term f(ℓ,N(v))
accounts for the number of ISD calls to find ℓ distinct codewords. We now observe that, on average,
we have

|L1 ∩ µ(L2)| =
|L1| · |L2|
N(v)

=
ℓ2

N(v)
,

collisions between the two lists. This is because for each codeword c ∈ L1, there is only one match
among the N(v) codewords in C ′, namely c′ = µ(c), giving a collision. This match is present in
L2 with probability ℓ

N(v) . In turn, to expect at least one collision, it must hold that

ℓ2 ≥ N(v) or equivalently ℓ ≥
√
N(v).

Following our conservative design, we assume that such a single collision is sufficient and let ℓ =√
N(v). Further, since this implies ℓ≪ N(v) we have (compare to Equation (2))

f
(
ℓ,N(v)

)
≈ ℓ =

√
N(v).

Consequently, Criterion 1 translates into the following criterion, which is the basis for our
parameter selection.

Criterion 2. We consider random codes defined over Fq with q ≥ 5, and choose q, n, k so that, for
any w, it holds that

1√
N(v)

· CISD(v) > 2λ.

The above criterion emphasizes the fact that, for appropriate choices of q, in light of existing
attacks, solving LEP essentially reduces to finding low-weight codewords.

Attack based on Canonical Forms. In [CPS23], together with the introduction of canonical
forms, a new meet-in-the-middle style algorithm to solve LEP is introduced. The algorithm enumer-
ates permutations π ∈ Sk,n and stores the canonical form of π(C) (or, respectively, π(C′)) in two lists.
A collision between both lists implies two permutations π and π′ with CF(π(C )) = CF(π′(C ′))
from which the monomial map µ can be recovered. The list sizes to expect a collision in case of

LESS parameters using k = n/2 is of the order
√(

n
k

)
∼ 2n/2. Therefore, the complexity of this

algorithm is generally higher than the lower bound used for parameter selection in Criterion 2.
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6 Performance (2.B.2)

In this section, we report the performance figures for LESS. We begin by presenting a summary
of the byte lengths for the various protocol objects, and the resulting key and signature sizes, in
Table 3, (rounded up to account for bytes encoding). We remind the reader that (n, k, q) are the
coding theory parameters for the codes used in LESS, whereas (t, w, s) are protocol-level parameters;
m denotes the Hamming weight of the integer t, in its binary decomposition.

NIST NIST NIST
Category 1 Category 3 Category 5

ℓtree seed (bytes) 16 24 32
ℓsec seed (bytes) 32 48 64
ℓpub seed (bytes) 16 24 32
ℓsalt (bytes) 32 48 64
ℓdigest (bytes) 32 48 64

ℓGi
(bytes)

⌈
k(n− k)⌈log2(q)⌉/8

⌉
+ ⌈n/8⌉

ℓmono (bytes) ⌈n/8⌉
ℓpath (bytes) min {⌊w log2(t/w) +m− 1⌋ ; t− w} · ℓtree seed

ℓsk (bytes) ℓsec seed

ℓpk (bytes) (s− 1) · ℓGi
+ ℓpub seed

ℓsig (bytes) ℓsalt + ℓpath + w · ℓmono + ℓdigest + 1

Table 3: Choice data sizes (in bytes). We remark that the provided formula for ℓpath refers to the
worst case.

For ℓGi , it is essential to note that, in addition to storing the generator matrix itself, we must
also save the pivot columns, hence the additional n bits in the formula.

Next, we present our choice of parameters for LESS, displayed in Table 3. In addition to
the design criteria and security arguments presented in the previous sections, we include in our
thought process some considerations related to implementation efficiency. For instance, we restrict
our attention to the value q = 127, which allows for an optimal bit representation. Secondly, we try
to avoid very large data sizes and thus remain around the psychological threshold of 100kB. With
this in mind, as anticipated in Section 2, we explore two different directions: a first configuration,
where we keep the smallest possible public key (corresponding to the case s = 2), and a second
configuration, where we shorten the signature size, at the cost of larger public keys (corresponding
to the case s > 2). To uniquely identify our different parameter sets, we use the nomenclature
LESS-n-t, where n is the code length and t the number of rounds in the iterated protocol. Note
that the table does not report the size of the private key. This is because it is possible to compress
the LESS private keys down to a single PRNG seed.

Average Signature Size. We remark that the signature size given in Table 3 shall be in-
terpreted as a worst case, since the provided formula for ℓpath refers to the maximum number of
nodes which need to be revealed. For completeness, we provide also the average size of a signature,
computed by taking the average over 210 signatures for random messaged of length 80.
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NIST Parameter Code Params Prot. Params pk sig (B)
Cat. Set n k q t w s (B) Worst case Avg case

1
LESS-252-192

252 126 127
192 36 2 13940 2625 2289

LESS-252-68 68 42 4 41788 1825 1745
LESS-252-45 45 34 8 97484 1329 1313

3
LESS-400-220

400 200 127
220 68 2 35074 6329 5585

LESS-400-102 102 61 4 105174 4131 3867

5
LESS-548-345

548 274 127
345 75 2 65793 10680 9464

LESS-548-137 137 79 4 197315 7436 7116

Table 4: Parameter sets for LESS, and resulting data sizes.

6.1 Performance in Software

The two most demanding operations in the LESS Sign and Verify algorithms are the computation
of the RREF and the CF. Together, they account for more 90% of the overall computation time.
This calls for a careful tuning of the size of the prime field Fq on which the operations are computed.
In LESS, we fix the value of q to 127 so that all elements of Fq can be represented within a single
byte. Then, we make use of Barrett’s reduction technique [Bar87], which requires one double-
precision multiplication and an addition, instead of a more expensive division operation. Note that
these multiplications can easily fit into a 32-bit multiplier with single-precision output, and that
such a multiplication unit is readily available also on embedded platforms (e.g., ARM Cortex-M3
and ARM Cortex-M4), typically performing one multiplication per clock cycle.

Multiplications by monomial matrices can be implemented as simple column permutations
of the corresponding generator matrix, combined with a scalar-by-vector multiplication over Fq.
Such operations allow for a significant amount of inner parallelism in the latter operation, which
can be leveraged for consistent speedups if vector ISA extensions are available on the computing
platform. Care should be taken in performing the column-wise permutation, as its value is part of
the private key. To this end, the use of any constant-time sorting algorithm with optimal complexity
is appropriate.

Below, we report the execution times obtained for our reference code, measured in Megacycles
(Mcycles). The values were collected on an 13th Gen Intel(R) Core(TM) i7-1355U, clocked at 5.0
GHz. The compiler used was gcc version 11.4 on an Ubuntu 22.05machine. Clock cycle values were
collected via rtdscp, as averages of 128 runs, with -O3 -march=native -flto -ftree-vectorize

-funroll-loops compilation options. Due to the highly parallel nature of signing and verification
(all t iterations can be computed in parallel), we expect a significant performance improvement
from a parallel SIMD implementation.

The most recent version of the reference implementation is available on our website at:

https://github.com/less-sig/LESS
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NIST Parameter KeyGen Sign Verify
Cat. Set (Mcycles) (Mcycles) (Mcycles)

1
LESS-252-192 1.3 376.4 303.5
LESS-252-68 3.8 135.6 107.3
LESS-252-45 8.6 89.5 71.9

3
LESS-400-220 4.0 1087.8 865.1
LESS-400-102 11.5 502.7 399.4

5
LESS-548-345 10.0 3719.2 2959.0
LESS-548-137 29.6 1476.6 1188.1

Table 5: Timings for the reference implementation of LESS benchmarked on a 13th Gen Intel(R)
Core(TM) i7-1355U. Clock cycle values collected via rtdscp, as averages of 128 primitive runs.

In addition to the reference implementation, we report two additional optimized implementa-
tions. One for Intel/AMD based systems supporting the AVX2 instruction set architecture. And
one for ARM based systems supporting the NEON instruction set. Both instruction sets support
Single Instruction Multiple Data (SIMD) instructions, which allow vectorization.

The test system for the AVX2 implementation is the same as for the reference code. The
numbers in Section 6.1 are averages of 128 runs, with -O3 -mavx -mavx2 -mbmi -bmi2 -flto

-ftree-vectorize -funroll-loops compilation options.

NIST Parameter KeyGen Sign Verify
Cat. Set (Mcycles) (Mcycles) (Mcycles)

1
LESS-252-192 0.5 127.5 122.7
LESS-252-68 1.4 45.9 44.8
LESS-252-45 3.1 30.6 30.0

3
LESS-400-220 1.7 401.5 392.7
LESS-400-102 4.5 184.0 181.3

5
LESS-548-345 4.4 1424.2 1396.0
LESS-548-137 12.0 560.0 564.6

Table 6: Timings for the optimized AVX implementation of LESS. Values collected on an 13th Gen
Intel(R) Core(TM) i7-1355U. Clock cycle values collected via rtdscp, as averages of 128 primitive
runs.

The test system for the NEON implementation is the Apple M1 Max chip.

6.2 Performance in Hardware

In this section, we report preliminary performance and area results for LESS in hardware. In
particular, we report results for Artix-7 FPGAs generated for part XC7A200TFBG484-3 using
AMD-Xilinx Vivado 2022.2. Cycle counts were determined using simulation.
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NIST Parameter KeyGen Sign Verify
Cat. Set (Mcycles) (Mcycles) (Mcycles)

1
LESS-252-192 1.0 260.2 247.8
LESS-252-68 2.8 92.2 93.9
LESS-252-45 6.3 61.3 63.6

3
LESS-400-220 2.8 725.7 639.0
LESS-400-102 8.9 336.6 334.1

5
LESS-548-345 7.1 2397.0 2338.5
LESS-548-137 20.0 951.9 960.7

Table 7: Timings for the optimized NEON implementation of LESS. Values collected on an Apple
M1 Max.

RREF in Hardware. The most computationally expensive operation in LESS is the con-
version of generator matrices to RREF. To provide insight into the performance improvement
possible through hardware acceleration, Table 8 provides the results of the RREF unit presented
in [BWMG23]. This architecture aims at high performance, so scaling and row addition operations
are performed on an entire row in one clock cycle. The LUT area of this module is primarily
dependent on n, as the number of arithmetic units is equal to n, and q, due to the bit width of
arithmetic units. The operating frequency at a given parameter set is dependent on the value of k,
for the current design. An internal translation table is used to track row swaps. This table grows
in size with k, leading to a longer delay. The number of clock cycles required to perform the RREF
operation, not including the load and readout time, is uniquely dependent on k.

Parameter Frequency LUTs FFs BRAM Cycles Latency
Set (MHz) (×103) (×103) (36 Kbit) (×103) (µs)

LESS-252-{192,68,45} 125 29.4 20.4 25.5 16.1 129.3
LESS-400-{220,102} 111 46.3 33.8 40 40.4 364.3
LESS-548-{345,137} 100 66.6 47.4 55 75.7 756.6

Table 8: RREF Implementation Results on Artix-7

7 Known Answer Tests (2.B.3)

The LESS KAT archive is available at the following link:

https://www.less-project.com/resources
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8 Advantages and Limitations (2.B.6)

Advantages

Design Flexibility and Scalability. LESS is constructed by converting a zero-knowledge
protocol via Fiat-Shamir, with the addition of several optimizations. As a result, we obtain a very
flexible scheme which offers, for each security level, several tradeoffs between simplicity, speed,
public key size, and signature size. Furthermore, parameters are easy to select and scale gracefully.

Group Action Structure. Unlike its predecessors, LESS is the first code-based signature
scheme not directly relying on the hardness of decoding. Instead, LESS exploits the group ac-
tion structure given by isometries in the Hamming metric. This has several advantages, such as
being able to utilize a specific zero-knowledge protocol with soundness 1/2, enabling some of the
aforementioned optimizations, and lending itself nicely to several additional formulations.

Advanced Functionalities. Due to its particular structure, the LESS framework can be uti-
lized to effectively build signature schemes with additional properties. For instance, ring signatures,
identity-based signatures [BBN+22] and threshold signatures [BBMP23] can all be designed with
the same components of LESS and comparable costs, filling a noticeable gap in the literature.

Solid Security Foundations. The security of LESS reduces to the Linear Equivalence Prob-
lem (LEP). This is a traditional problem from coding theory, which is well-known and has been
studied for decades. In fact, even simply determining whether two linear codes are equivalent
(i.e., the decisional version of LEP) is typically considered a difficult problem by coding theorists.
Furthermore, weak instances have been identified and investigated in literature, and they are easy
to avoid; this being the case, the best known solvers boil down to codeword searching and can
therefore rely on the established security track of the Syndrome Decoding Problem (SDP).

Smaller Signatures. Thanks to the use of canonical forms, the signature sizes for LESS were
dramatically reduced from the previous round, and now range between 2.5 kB and 1.2 kB (previously
8.4 kB to 5.2 kB) for Category 1, which is an improvement up to a factor ×4.3. In Category 5, the
signature size was reduced from 32.5 kB (26.1 kB) to 9.98 kB (6.75 kB), which is an improvement
of up to a factor ×3.9. In contrast to other schemes, this is not accompanied by an increase of
computation time, as we explain next.

Faster Timings. We implemented various computational optimizations in our procedures; these
turned out to be so effective that not only they allowed to counter the extra cost coming from the
introduction of canonical forms, but they also resulted in a very meaningful speed up. Indeed,
we were able to improve the runtime of the optimized implementation by a factor between ×11.1
for Category 3 and ×1.3 for Category 1, compared to Round 1. But this is not all. A distinctive
property of the LESS signature scheme, in fact, is that it gets faster as the signatures get smaller
(within the same security category); this is in sharp contrast with the dichotomy “short” vs “fast”
typical of various other post-quantum schemes. This phenomenon is directly linked to the structure
of the scheme: the number t of rounds of the underlying ZK protocol, in fact, affects both the
number of objects published in the signature (and thus the total size of a signature) and the
number of operations performed (which speeds up the whole signature computation). Reducing t
is possible by enlarging the public key, as we note below.
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Limitations

Larger Public Keys. Compared to some of its competitors, LESS features larger public keys,
in the order of at least a few kilobytes. This is due to the public key being matrices (in standard
form) of moderate size. Furthermore, LESS public keys can grow quickly, if parameters are tuned
in order to minimize signature size (and speed up computation) as described above. While, with
our parameter choice, our data size is still compact enough to fit in most scenarios (e.g. microcon-
trollers), such larger keys could be a limitation for applications where many public keys need to be
transmitted.

Computational Bottleneck. The performance of LESS depends in overwhelming proportion
on the cost of the Gaussian elimination algorithm (to compute the RREF) and the computation
of the canonical forms. This makes it so that instances with larger public keys are also the fastest
ones, leading to a potentially unpleasant trade-off. While this cost can be alleviated by various
means (e.g., parallelization, precomputation, hardware acceleration), it may still be a problem for
applications where speed is the paramount priority.
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A Mathematical Background

Linear Codes. As seen in Section 1.1, an [n, k]-linear code C over Fq is a k-dimensional vector
subspace of Fn

q . The value n is called length of the code, and the value k is its dimension. The code
can be intuitively represented by choosing a basis for the vector space, whose elements are organized
as rows of a matrix G ∈ Fk×n

q , called generator matrix. The generator matrix then defines the code

as a mapping between the vectors u ∈ Fk
q and the corresponding words uG. Obviously, there exists

more than one generator matrix for the same code, corresponding to different choices of basis. It
follows that all generator matrices are connected via a change-of-basis matrix, i.e., an invertible
matrix S ∈ GLk(q) such that G′ = SG. Alternatively, a linear code can be represented as the

kernel of a matrix H ∈ F(n−k)×n
q , known as parity-check matrix, i.e. C = {x ∈ Fn

q : HxT = 0}.
Once again, the parity-check matrix of a code is not unique. For both cases, the standard choice
is given by the aforementioned systematic form. For the generator matrix, this corresponds to
G = (Ik |M), while the systematic form of the parity-check matrix is given by H = (−MT | In−k).

For every linear code, we can define the dual code as the set of words that are orthogonal to the
code, i.e., C⊥ = {y ∈ Fn

q : ∀x ∈ C , x · yT = 0}. It is then easy to see that a parity-check matrix

of a linear code is a generator of its dual, and vice versa. In fact, it must be that G ·HT = 0k×(n−k).

Codes that are contained in their dual, i.e., C ⊆ C⊥, are called weakly self-dual, and codes that
are equal to their dual, i.e., C = C⊥, are called simply self-dual.

For a random code, the number of codewords with Hamming weight v (excluding scalar multi-
ples) is estimated by

Nv =

(
n

v

)
(q − 1)vqk−n.

The above quantity corresponds to the expected number of weight-v codewords in a random code-
word.

B Known Attacks

B.1 Attacks Reducing to Permutation Equivalence

A linear equivalence between two codes implies a permutation equivalence between the closure of
both codes. The closure of a code C is defined as the code {c⊗a | c ∈ C }, where a = (a1, . . . , aq−1) is
an arbitrary ordering of the elements of F∗

q . In turn, the closure of a code of length n and dimension
k, is a code of same dimension k and increased length n(q − 1).

A possible attack strategy is, hence, to apply known algorithms to solve the permutation equiva-
lence problem to the linear closure of the codes. However, the complexity in this case is exponential
in the dimension of the hull of the given codes, which is the intersection between the code and its
dual. Since, for q ≥ 5, the closure of any code is weakly self-dual, i.e., its hull dimension is maximal
and corresponding to min(n−k, k), this strategy quickly becomes inefficient. For completeness, we
report anyway the two common approaches for this type of attacks.
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Support Splitting Algorithm. The Support Splitting Algorithm (SSA) [Sen00] is an algo-
rithm to solve the permutation equivalence problem, i.e., when the monomial matrix Q in the
equivalence is a permutation matrix1. The algorithm defines the concept of a signature of a code,
which is invariant under permutations. Concretely, the signature used is defined as the weight
enumerator of the hull and can therefore be computed in time O(qh), where h is the dimension
of the hull. Then by puncturing both codes and comparing their signature, information on the
permutation can be obtained.

Since in the linear equivalence case the algorithm has to be applied to the linear closure of the
code, whose hull has dimension h = min(n − k, k), for q ≥ 5 the computation of the signature
becomes inefficient [SS13].

Algebraic Approaches. Algebraic approaches model the permutation equivalence between
the codes as a system of polynomial equations. The main drawback when applying the technique
to the closure of the code is the large amount of variables due to the increased length n · q of the
code. In [Sae17] many tricks were applied to reduce the amount of variables. However, they remain
efficient only for q < 5.

B.2 Attacks based on Low-weight Codeword Finding

The best attacks known for solving the linear equivalence problem between two codes exploit that
the Hamming weight of codewords (and, more generally, the support size of subcodes) is invariant
under the action of monomial transformations and, hence, leverage techniques for short codewords
(and subcodes) finding. The problem of finding short codewords in random codes is known to be
NP-hard and is the foundation for some code-based constructions which are considered to be most
conservative. Therefore, even if the linear equivalence problem does not enjoy NP-completeness
guarantees as low-weight codeword finding, its practical hardness depends on the exact same class
of algorithms. Also, the algorithms in this category are basically extensions of each other, always
improving on the running time of their successor. Also, they rely on some common ingredients and
coding theory concepts, which we recall in the following.

Let C ,C ′ ⊆ Fn
q , such that C ′ = CQ for some transformation Q. The most efficient attacks

against LEP have all a common operating principle: they first determine subsets A ⊆ C and A′ ⊆ C′

such that A′ = AQ = {cQ | c ∈ A}, then use such subsets to extract information about Q. In all
existing attacks, A and A′ contain short codewords or subcodes.

Leon’s Algorithm. To find the linear equivalence Q between two codes, Leon’s algorithm
[Leo82] first finds all codewords of minimum weight in both codes. This results in two lists of
codewords L1 and L2 for which it holds that L1 = L2Q = {cQ | c ∈ L1}. This guarantees that,
setting A = L1 and A′ = L2, one has A

′ = AQ. Usually those lists inherit enough structure so that
Q is uniquely identified. If not, one might extend L1, L2 by all codewords of slightly higher weight.
Leon shows that the cost of recovering Q from L1, L2 is dominated by the initial construction of
L1, L2.

1Notice that, here, signature refers to the name of a mathematical function, and is in no way related to
the concept of a cryptographic digital signature.
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Beullens’ Algorithm. Beullens proposed an algorithm to retrieve the hidden Q by exploiting
2-dimensional subcodes with support v [Beu21]. This, in several cases, can provide a non trivial
speed-up with respect to Leon’s algorithm, since it may be not necessary to find all such subcodes.
Indeed, to determine if two such 2-dimensional subcodes are indeed connected through a monomial
transformation, Beullens defines a canonical representation of the basis, which can be computed in
polynomial time. Then, if two subcodes form a collision, i.e., share the same canonical representa-
tion of their bases, they are linearly equivalent and, more importantly, with very high probability
they are connected through Q. In other words, Beullens’ algorithm first populates two lists L1

and L2, each with 2-dimensional subcodes with support size v (L1 with subcodes from C , L2 with
subcodes from C ′), and then determines collisions. Unless q is small, we have that, with high
probability, collisions correspond to L2 ∩ L1Q. In such cases, this approach can be more efficient
than Leon’s algorithm since it does not require to find all subcodes with support size v.

For finding 2-dimensional subcodes with support size v Beullens uses an adaptation of Lee-
Brickel’s ISD algorithm [Beu21]. Similar to the case of Leon, the running time of Beullens algorithm
is dominated by finding a sufficient amount of 2-dimensional subcodes of small support. Indeed, the
adversary should set up the attack so that, on average, the number of collisions is approximately
2 ln(n).

BBPS Algorithm. In [BBPS23], Barenghi, Biasse, Persichetti and Santini improved on Beul-
lens’ algorithm by changing how the 2-dimensional subcodes with support size v are constructed.
They first find codewords of weight v′, and then search for combinations among them that form
2-dimensional codes of support v. This allows a direct application of advanced ISD techniques
to find weight-v′ codewords.2 Also by ensuring that the overlap between the pairs of codewords
used in the subcode construction is small, i.e. ensuring that 2v′ − v is small, the probability for
finding linear equivalent subcodes increases. Overall this improves the running time, with respect
to Beullens’ algorithm. Yet, the attack still requires to first find low weight codewords, and then
matching them to find pairs of subcodes that are mapped through the secret transformation.

B.3 Quantum Hardness

NIST’s metrics for quantum security restrict the depth of any quantum circuit used for an attack
to 2maxdepth. This limitation accounts for the practical difficulty in constructing large quantum
computers. In turn quantum attacks, require to build short quantum circuits which are reapplied
several times. In [EB22] it is shown that for Prange’s algorithm such an attack has complexity

TQP =
(DGE)

2

q · 2maxdepth
,

where DGE describes the depth of a circuit implementing the Gaussian elimination procedure and
q is the probability of sampling an information set given by

q = N1(v) ·
(
n−v
k

)(
n
k

) .

Note that classical Prange has complexity of about TP = DGE
q . Moreover, from guarding against

classical Stern, which is more efficient than Prange, we know that TP is large enough to at least

2Without adaptations those algorithm can not be used to find subcodes with small support.
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fulfill the bit security guarantees of the classical security levels given by NIST, which implies

TP ≥ 2β,

with β = 143, 207, 272 for categories 1, 3 and 5 respectively.

Now, NIST specifies the quantum security levels for category 1,3 and 5 as 2α−maxdepth with
α = 157, 221, 285, respectively. Summarizing, we get

TQP =
TP ·DGE

2maxdepth
>

2β ·DGE

2maxdepth
!
> 2α−maxdepth,

which is fulfilled as long as DGE > 2α−β. For the different security levels we have α − β equal
to 14, 14 and 13 respectively. Since the dimensions of the involved matrices are at least of order
m ≥ 27 even an optimistic estimate of DGE = m2 yields the desired security level. Due to various
omitted polynomial factors in the translation from Stern to Prange and our general conservative
estimation of the attack costs practical quantum circuits are likely to have even higher complexity.
It is therefore reasonable to assume that the classical hardness of our parameter sets implies the
hardness against quantum Prange under NIST metrics.
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